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Preface

A little over a decade has passed since the release of the first Netscape browser.
In 1995, the World Wide Web was viewed largely as an academic curiosity. Now,
of course, the Web is an integral part of the fabric of modern society. It is
impossible to imagine science, education, commerce, or government functioning
without the Web. We take the Web for granted, and often assume that Internet
connectivity is guaranteed to all of us as a birthright.

Although the Web indeed has become “world wide” and has lost a bit of
its original aura as a consequence of its ubiquity, a burgeoning community of
researchers and practitioners continues to work toward the next generation of
the Web—a Web where information will be stored in a machine-processable
form and where intelligent computer-based agents will access and automatically
combine myriad services on the Internet of the kind that are now available only
to people interacting directly with their Web browsers.

It is this vision that attracted several hundred computer scientists, develop-
ers, vendors, government workers, venture capitalists, students, and potential
consumers of the Semantic Web to Galway, Ireland, November 6-10, 2005, for
the 4th International Semantic Web Conference (ISWC 2005). Building on pre-
vious successful meetings in Sardinia, Sanibel Island, and Hiroshima, this fourth
annual conference demonstrates new research results and technology that are
bringing us closer to making the Semantic Web as real as the Netscape browser
was in 1995. With increasing participation from industry and mounting evidence
that research initiatives are being translated into practical solutions, ISWC 2005
showed that the Semantic Web is taking root.

This volume contains the main proceedings of ISWC 2005, which we are
uniformly excited to provide. The tremendous response to our Call for Papers
from a truly international community of researchers and practitioners, the careful
nature of the review process, and the breadth and scope of the papers finally
selected for inclusion in this volume all speak to the quality of the conference
and to the contributions made by the papers in these proceedings.

The Research/Academic Track of the conference attracted 217 submissions,
an increase over the number of papers submitted to ISWC 2004. This result
shows the robustness of the research base in this area, at a time when everyone’s
conference calendar has become extremely crowded. The review process included
three distinct phases. First, all papers were reviewed by members of the Scientific
Program Committee; then, in a second phase, each paper and associated reviews
provided the basis for a meta-review process, led by an experienced member of
the Scientific Program Committee, who had not participated in the earlier review
process. This strategy produced a joint recommendation from reviewers and the
meta-reviewer to the Program Chairs, who then, in a third phase, analysed
each recommendation in detail, in some cases commissioning additional reviews
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and initiating further discussions. The Program Chairs then made a definitive
decision regarding each paper. Such a structured process ensured a high-quality
review, but of course required a great deal of effort from the members of the
Scientific Program Committee. It is a sign of the health of our community that
the Scientific Program Committee responded extremely well to the task and put
tremendous work into ensuring a high-quality review process. In total, 54 papers
were accepted, out of 217 submissions, a 25% acceptance rate.

The Industrial Track of ISWC 2005 comprised 17 papers, a significant in-
crease compared to ISWC 2004. We are very encouraged to see the growing
number of organizations that are applying Semantic Web technology in indus-
trial settings. More than 30 papers were submitted to the Industrial Track,
and each paper was reviewed by three referees. All reviewers were recognized
researchers, managers, and practitioners from non-academic organizations, en-
abling us to obtain “industrial” feedback on these contributions. The majority of
the papers deal with applications in particular industrial sectors, including au-
tomobile manufacturing, law, healthcare, entertainment, public administration,
and telecommunications. A second group of papers describes new technology for
building applications, including Web services and aggregation technology. Other
papers present methodological and feasibility aspects of building industrial ap-
plications that incorporate Semantic Web technology.

A unique aspect of the International Semantic Web Conferences is the Se-
mantic Web Challenge. The challenge is a competition in which workers from
both academia and industry are encouraged to show how Semantic Web tech-
niques can provide useful or interesting applications to end-users. In the three
years since the Challenge was first organised, we have seen more than 30 inte-
grated applications built around distributed data sources, which use some kind
of semantic descriptions to handle the data. This year, nine applications were
submitted to the Challenge. Each submission was reviewed by three different
reviewers who have backgrounds in either industry or academia. The reviewers
judged the applications on the extent to which they take full advantage of Se-
mantic Web techniques and provide interesting usage scenarios. The submitters
of the top five applications were asked to provide short descriptions of their work,
which are included in these proceedings. This year’s Semantic Web Challenge
applications are quite diverse. They include a system that uses ontologies to inte-
grate information from different bio-informatics databases, peer-to-peer systems
that exchange ontology meta-data or publication data, an annotation system for
conference photos, and a system that visualises the distribution and evolution
of research areas. The winner(s) of the challenge were announced at the ISWC
and they received 1,000 travel support plus a 250 voucher to purchase books
from Springer.

IWSC 2005 was further enriched by four invited talks from prominent sci-
entists: Professor Carole Goble, University of Manchester; Dr. Alfred Spector,
IBM Software Group; Daniel J. Weitzner, W3C; and Sir Tim Berners-Lee, W3C.
The conference was also enlivened by a large poster and demonstration session, a
tutorial program, a doctoral symposium for graduate students, and a rich set of
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workshops that highlighted new and emerging ideas. We are grateful to Riichiro
Mizoguchi (Poster and Demo Chair), Natalya F. Noy (Workshop Chair), R.V.
Guha (Tutorial Chair), and Edward Curry and Enda Ridge (Doctoral Sympo-
sium Organizers) for ensuring the success of these events. We offer many thanks
to Eric Miller, for co-ordinating the production of the semantic mark-up associ-
ated with each contribution to the conference.

We would like to thank the Semantic Web Science Association for providing
the organizational oversight for ISWC 2005. The meeting would not have been
possible without the tireless work of the local organizers at the Digital Enterprise
Research Institute in Galway. Christoph Bussler provided executive oversight to
an impressive team that included Brian Cummins (local arrangements), Liam O
Moéréin (industrial relations), Brahmananda Sapkota (publications), and Juan
Gomez and Tingting Zhu (publicity). We would also like to acknowledge the
generous contribution from our sponsors, in particular from Science Foundation
Ireland (SFI), and to thank our sponsor chairs, Dean Allemang and York Sure,
for their excellent work.

Finally we would like to thank Manos Papagelis, for providing excellent sup-
port for the Confious conference system, which was used to manage the review
process.

In conclusion, ISWC 2005 was an extremely exciting event, reflecting the high
level of energy, creativity, and productivity that permeates the Semantic Web
community. This is a great time to be involved in Semantic Web activities and
we hope all the attendees found the conference both productive and stimulating.

November 2005 Yolanda Gil and Enrico Motta
Programme Co-chairs, Research/Academic Track

Richard V. Benjamins
Programme Chair, Industrial Track

Michel Klein and Ubbo Visser
Co-chairs, The Semantic Web Challenge

Mark A. Musen
Conference Chair
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Using the Semantic Web for e-Science: Inspiration,
Incubation, Irritation
(Extended Abstract)

Carole Goble

School of Computer Science,

The University of Manchester, Manchester, M13 9PL UK
carole@cs.man.ac.uk

We are familiar with the idea of e-Commerce - the electronic trading between
consumers and suppliers. In recent years there has been a commensurate paradigm
shift in the way that science is conducted. e-Science is science performed through
distributed global collaborations between scientists and their resources enabled by
electronic means, in order to solve scientific problems. No one scientific laboratory
has the resources or tools, the raw data or derived understanding or the expertise to
harness the knowledge available to a scientific community. Real progress depends on
pooling know-how and results. It depends on collaboration and making connections
between ideas, people, and data. It depends on finding and interpreting results and
knowledge generated by scientific colleagues you do not know and who do not know
you, to be analysed in ways they did not anticipate, to generate new hypotheses to be
pooled in their turn. The importance of e-Science has been highlighted in the UK, for
example, by an investment of over £240 million pounds over the past five years to
specifically address the research and development issues that have to be tacked to
develop a sustainable and effective e-Science e-Infrastructure.

The Web has served scientists well. Many data sets and tools are published and
accessed using web protocols and web browsers. Sharing data repositories and tool
libraries has become straightforward. Widespread collaboration is possible by
publishing a simple web page. However, standard web technology is now straining to
meet the needs of scientists. The scale of data is one problem thanks to high
throughput scientific methods — more data is about to be generated in the next five
years than has been generated by mankind hitherto fore. Another problem is that
communities can no longer be isolated silos — chemists must share with molecular
biologists; earth scientists collaborate with physicists and so on. Yet a Web-based
distributed information infrastructure is still a place where the scientists manually:
search the web for content; interpret and process content by reading it and interacting
with web pages; infer cross-links between information; integrate content from
multiple resources and consolidate the heterogeneous information, while preserving
the understanding of its context. Sound familiar?

It would seem self-evident that the Semantic Web should be able to make a major
contribution to the fabric of e-Science [1,2]. The first W3C Semantic Web for Life
Science Workshop in 2004 attracted over 100 participants with representation from all
the major pharmaceutical and drug discovery players, and leading scientists
(http://www.w3.0rg/2004/07/swls-ws.html). ~ Scientific ~communities are ideal
incubators for the Semantic Web: they are knowledge driven, fragmented, and have
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© Springer-Verlag Berlin Heidelberg 2005



2 C. Goble

valuable knowledge assets whose contents need to be combined and used by many
applications. The content is diverse, being structured (databases, electronic lab
books), semi-structured (papers, spreadsheets) and unstructured (presentations, Web
blogs, images). The scale necessitates that the processing be done automatically.
There are many suppliers and consumers of knowledge and a loose-coupling between
suppliers and consumers — information is used in unanticipated ways by knowledge
workers unknown to those who deposited it. People naturally form communities of
practice, and there is a culture of sharing and knowledge curation. For a Semantic
Web to flourish, the communities it would serve needs to be willing to create and
maintain the semantic content. Most scientific communities embrace ontologies. The
Life Science world, for example, has the desire for collaboration, a culture of
annotation, and service providers that might be persuaded to generate RDF or at least
annotated XML. A semantic web is expensive to set up and maintain, and thus is only
likely to work for communities where the added value is worthwhile and an “open
source data” philosophy prevails.

The Scientific Community has been inspired by the results of the Semantic Web
initiative already. The inferencing capabilities of OWL have been shown to aid the
building of large and sophisticated ontologies such as The Gene Ontology
(http://www.geneontology.org) and BioPAX (http://www.biopax.org/). The self-
describing nature of RDF and OWL models enables flexible descriptions for data
collections, suiting those whose schemas may evolve and change, or whose data types
are hard to fix, like knowledge bases of scientific hypotheses, provenance records of
in silico experiments or publication collections [3]. These are examples where the
semantic technologies have been adopted by scientific application. Genuine
“Semantic WEB” examples, with the emphasis on Web, are also starting to appear.
SciFOAF builds a FOAF community mined from the analysis of authors and
publications over PubMed (http://www.urbigene.com/foaf/). Scientific publishers like
the Institute of Physics (http://syndication.iop.org/), publish RSS feeds in RDF using
standard RSS, Dublin Core and PRISM RDF vocabularies. The Uniprot protein
sequence database has an experimental publication of results in RDF (http://www.isb-
sib.ch/~ejain/rdf/). YeastHub [4] converts the outputs of a variety of databases into
RDF and combines them in a warehouse built over a native RDF data store.
BioDASH (http://www.w3.0rg/2005/04/swls/BioDash/Demo/) is an experimental
Drug Development Dashboard that uses RDF and OWL to associate disease,
compounds, drug progression stages, molecular biology, and pathway knowledge for
a team of users. Correspondences are not necessarily obvious to detect, requiring
specific rules. Semantic technologies are being used to assist in the configuration and
operation of e-Science middleware such as the Grid [6]. These examples should be an
inspiration to the Semantic Web community.

However, there is also irritation. There are some problems with the expressivity of
OWL for Life Science, Chemical and Clinical ontologies. The mechanisms for trust,
security, and context are important for intellectual property, provenance tracing,
accountability and security, as well as untangling contradictions or weighting support
for an assertion; yet these are immature or missing. Performance over medium-large
RDF datasets is disappointing — the CombeChem combinatorial chemistry project
generated 80 million triples trivially and broke most of the triple stores it tried
(http://www.combechem.org). There is poor support for grouping RDF statements,
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yet this is fundamental. Semantic web purists claim that the Life Science Identifier
[5], for example, is unnecessary, although these critics seem not to have actually
developed any applications for life scientists. Sometimes there is irritation that the
wrong emphasis is being placed on what is important and what is not by the
technologists, leading to a communication failure between those for whom the
Semantic Web is a means to an end and those for whom it is the end [7].

The Web was developed to serve a highly motivated community with an
application and a generous spirit-High Energy Physics. The Semantic Web would
also benefit from the nursery of e-Science. In my talk I explore this opportunity, the
mutual benefits, give some pioneering examples, and highlight some current problems
and concerns: inspiration, incubation, and irritation.
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Semantic Acceleration Helping Realize the
Semantic Web Vision or “The Practical Web”

Alfred Z. Spector
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Abstract. The Semantic Web envisions a future where applications
(computer programs) can make sense and therefore more productive use
of all the information on the web by assigning common “meaning” to
the millions of terms and phrases used in billions of documents. Al and
knowledge representation must rise to the occasion and work with de-
centralized representations, imprecision and incompleteness. Standard
web-based representations are an essential enabler and we have made
good progress in their design. But we still rely on humans to assign se-
mantics and here there is a big leap of faith: The World Wide Web has
grown at startling rates because humans are prolific at producing enor-
mous volumes of unstructured information, that is, information without
explicit semantics; on the other hand navigating this mass of information
has proven to be both possible and profitable to the point that there is a
$6 B search advertising industry. It’s is not practical to expect the same
will automatically happen for semantically enriched content. And yet we
need semantics to better leverage the huge value on the web.

The Practical Web is about confronting this challenge. Its about re-
alizing that we will need to automate the assignment of semantics to
unstructured content to ultimately realize the vision of the Semantic
Web. If well done the results will be synergistic with the motors of web
expansion: user value and commercial value.
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Abstract. The growing inferencing and knowledge linking power of the
Semantic Web will, we all hope, make the world a better place: enrich
democratic discourse, support more rapid scientific discovery, enable new
forms of personal communication and culture, and generally enhance crit-
ical analysis of information. However, with this greater inferencing power
comes daunting social and public policy questions that must be faced as
first class technical design challenges, not just as issues to be resolved
in courts and legislatures. How will we maintain fundamental privacy
values in the face of inferencing and searching power that can systemat-
ically uncover sensitive facts about us even has we try to keep such data
secret? Today’s Web has enabled a departure from traditional editorial
control and historically-trusted information sources. Will attention to
provenance on the Semantic Web enable us to develop new mechanisms
for assessing the reliability of information? What new challenges to al-
ready frayed intellectual property regimes will the Semantic Web bring?
Finally, how will we assert and represent personal identity on the Seman-
tic Web? At this early stage of the development of the Semantic Web, it’s
hard enough to have problems in focus, much less solutions. However, we
believe that transparent reasoning and accountability mechanisms will
play a critical role in enabling systems and services built on the Semantic
Web to be more responsive to social and policy needs.
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© Springer-Verlag Berlin Heidelberg 2005



Constructing Complex Semantic Mappings
Between XML Data and Ontologies

Yuan An', Alex Borgida?, and John Mylopoulos®

1 University of Toronto, Canada
{yuana, jm}@cs.toronto.edu
2 Rutgers University, USA
borgida@cs.rutgers.edu

Abstract. Much data is published on the Web in XML format satisfy-
ing schemas, and to make the Semantic Web a reality, such data needs
to be interpreted with respect to ontologies. Interpretation is achieved
through a semantic mapping between the XML schema and the ontology.
We present work on the heuristic construction of compler such semantic
mappings, when given an initial set of simple correspondences from XML
schema attributes to datatype properties in the ontology. To accomplish
this, we first offer a mapping formalism to capture the semantics of XML
schemas. Second, we present our heuristic mapping construction algo-
rithm. Finally, we show through an empirical study that considerable
effort can be saved when constructing complex mappings by using our
prototype tool.

1 Introduction

An important component of the Semantic Web vision is the annotation, using
formal ontologies, of material available on the Web. Semi-structured data, pub-
lished in XML and satisfying patterns expressed in DTD or XML Schema form
an important subclass of such material. In this case, the annotation can be ex-
pressed in a formal way, through a semantic mapping connecting parts of the
schema with expressions over the ontology. For example, [1,11] essentially con-
nect paths in XML to chains of properties in an ontology. Such mappings have
already found interesting applications in areas such as data integration as well
as peer-to-peer data management systems [7].

Mappings from database schemas to ontologies could be as simple as value
correspondences between single elements or as complex as logic formulas. In
most applications, such as information integration, complex logic formulas are
needed. Until now, it has been assumed that humans specify these complex
mapping formulas — a highly complex, time-consuming and error-prone task.
In this paper, we propose a tool that assists users in the construction of complex
mapping formulas between XML schemas and OWL ontologies, expressed in a
subset of First Order Logic.

Inspired by the success of the Clio tool [14,15], our tool takes three inputs:
an ontology, an XML schema (actually, its unfolding into tree structures that

Y. Gil et al. (Eds.): ISWC 2005, LNCS 3729, pp. 6-20, 2005.
© Springer-Verlag Berlin Heidelberg 2005



Constructing Complex Semantic Mappings 7

we will call element trees), and simple correspondences between XML attributes
and ontology datatype properties, of the kind possibly generated by already
existing tools (e.g., [4,12,13]). The output is a ranked list of complex formulas
representing semantic mappings of the kind described earlier.

In short, the main contributions of this work are as follows: (i) we propose
a mapping formalism to capture the semantics of XML schemas based on tree-
pattern formulas [3]; (ii) we propose a heuristic algorithm for finding semantic
mappings, which are akin to a tree connection embedded in the ontology; (iii)
we enhance the algorithm by taking into account information about (a) XML
Schema features such as occurrence constraints, key and keyref definitions, (b)
cardinality constraints in the ontology, and (¢) XML document design guidelines
under the hypothesis that an explicit or implicit ontology existed during the
process of XML document design; (iv) we adopt the accuracy metric of schema
matching [13] and evaluate the tool with a number of experiments.

The rest of the paper is organized as follows. Section 2 discusses related work,
while Section 3 presents formal notations used later on. Section 4 describes some
principles, as well as the mapping construction algorithm. Section 5 reports on
empirical studies and Section 6 discusses how to refine the results by reasoning
about ontologies. Finally, Section 7 summarizes the results of this work and
suggests future directions.

2 Related Work

Much research has focused on converting and storing XML data into relational
databases [16]. It is natural to ask whether we could utilize the mapping al-
gorithm we have developed in [2] — for discovering mappings from relational
schemas to ontologies — by first converting XML DTDs/schemas into relational
tables. Unfortunately, this approach does not work. Among others, the algo-
rithms that generate a relational schema from an XML DTD use backlinks and
system generated ids in order to record the nested structure, and these confuse
the algorithms in [2], which rely heavily on key and foreign key information.

The schema mapping tool Clio [14,15] discovers formal queries describing
how target schemas can be populated with data from source schemas, given sets
of simple value correspondences. The present work can be viewed as extending
Clio to the case when the target schema is a ontology treated as a relational
schema consisting of unary and binary tables. However, as argued in [2], the chase
algorithm of Clio would not produce the desired mappings due to several reasons:
(i) the chase only follows nested referential constraints along one direction, while
the intended meaning of an XML element tree may follow a binary relationship
along either direction (see also Section 4.1); (ii) Clio does not explore occurrence
constraints in the XML schema. These constraints carry important semantic
information in searching for “reasonable” connections in the ontology.

The Xyleme [5] project is a comprehensive XML data integration system
which includes an automatic mapping generation component. A mapping rule
in terms of a pair of paths in two XML data sources is generated based on term
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matching and structural, context-based constraints. Specifically, terms of paths
are first matched syntactically and semantically. Then the structural information
is exploited. Our work differs from it significantly in that we propose to discover
the mappings between tree structures in XML data and that in ontologies. The
discovery is guided by a forward engineering process.

The problem of reverse engineering is to extract a conceptual schema (UML
diagram, for example) from an XML DTD/schema [8]. The major difference be-
tween reverse engineering and our work is that we are given an existing ontology,
and want to interpret the XML data in terms of it, whereas reverse engineering
aims to construct a new one.

Finally, Schema Matching [4,12,13] identifies semantic relations between
schema elements based on their names, data types, constraints, and structures.
The primary goal is to find the one-one simple correspondences which are part
of the input for our mapping discovery algorithm.

3 Formal Preliminaries

An OWL ontology counsists of classes (unary predicates over individuals), object
properties (binary predicates relating individuals), and datatype properties (bi-
nary predicates relating individuals with values). Classes are organized in terms
of a subClassOf/ISA hierarchy. Object properties and their inverses are subject
to cardinality restrictions; the ones used here are lower bound of 1 (marking total
relationships), and upper bound of 1 (called functional relationships). We shall
represent a given ontology using a directed graph, which has class nodes labeled
with class names C, and edges labeled with object properties p. (Sometimes,
when we speak class C', we may mean its corresponding node in the ontology
graph.) Furthermore, for each datatype property f of class C, we create a sep-
arate attribute node Ny ¢ labeled f and an edge labeled f too from C' to Ny ¢
in the graph. We propose to have edge p from C to B, written in the text as
-—p-- , to represent that p has domain class C' and range class B. (If

the relationship is functional, we write -—p-—>- ) We may also connect
C to B by edge labeled p if we find a restriction stating that each instance of
C' is related to some (all) instances of B by p. For the sake of space limitation,
graphical examples of ontologies (see [2]) are omitted.

For our purpose, we require that each XML document be described by an
XML schema consisting of a set of element and attribute type definitions. Specif-
ically, we assume the following countably infinite disjoint sets: Ele of element
names, Att of attribute names, and Dom of simple type names including the
built-in XML schema datatypes. Attribute names are preceded by a ”@” to dis-
tinguish them from element names. Given finite sets £ CEle and A CAtt, an
XML schema over (E, A) specifies the type of each element £ in F, the attributes
that ¢ has, and the datatype of each attribute in A. Specifically, an element type 7
is defined by the grammar 7 ::= €|Sequence[(; : 7, ...0,, : 7,,]|Choice[¢y : 71, .., (y, :
Tn)], where ¢q,.., ¢, € E, € is for the empty type, and Sequence and Choice
are complex types. Each element associates an occurrence constraint with two
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values: minOccurs indicating the minimum occurrence and mazxOccurs indicat-
ing the maximum occurrence. (We mark with * multiply occurring elements.)
The set of attributes of an element ¢ € E is defined by the function p : £ — 24;
and the function x : A —Dom specifies the datatypes of attributes in A. For
brevity, in this paper we do not consider simple type elements (corresponding
to DTD’s PCDATA), assuming instead that they have been represented using
attributes. We also assume the Unique Name Assumption (UNA) for attributes,
Le., for any two elements ¢;,¢; € E, p(¢;) N p(¢;) = 0.

For example, an XML schema describing articles and authors has the follow-

ing specification:

E ={article, author, contactauthor, name},

A ={Qtitle, Qid, Qauthorid, Qfn, Qin},

7(article) = Sequence[(author)x :7(author), contactauthor:el,

T(author) = Sequence[name:e],

plarticle) = (Qtitle), p(author) = (Qid), p(contactauthor) = (Qauthorid),
p(name) = (Qfn,Qln), x(Qtitle) = String, x(Qauthorid) = Integer, x(Qid)=
Integer, k(Qfn)= String, (@In)= String, and the element article is the root.
Note that for the article element, title and contactauthor only occur once, while
author may occur many times. For the author element, name occurs once.

The XML Schema Language is an expressive language that can also express
key and keyref constraints.

An XML schema can be viewed as a directed node-labeled graph called
schema graph consisting of the following edges: parent-child edges e = £ — ¢; for
elements ¢, ¢; € E such that if 7(¢)= Sequence][...¢; : 7;...] or Choice[...¢; : 7;...];
and attribute edges e = £ — « for element ¢ € F and attribute oo € A such that
a € p(¢). For a parent-child edge e = ¢ — ¢;, if the maxOccurs constraint of ¢;
is 1, we show the edge to be functional, drawn as ¢ = ¢;. Since attributes are
single-valued, we always draw an attribute edge as £ = «. The schema graph
corresponding to the XML schema above is shown in Figure 1.

Elements and attributes as nodes

in a schema graph are located by path arice
expressions. To avoid regular expres- au;m/\§®m
sions, we will use a simple path ex- /ﬂ o author
pression @ = €[(.Q. In order to do oid \7
this in a general fashion, we introduce /mme\1 o
the notion of element tree.

@fn @in
An element tree represents an

XML structure whose semantics we Fig. 1. The Schema Graph

are seeking. A semantic mapping

from the entire XML schema to an

ontology consists of a set of mapping formulas each of which is from an ele-
ment tree to a conjunctive formulas in the ontology. An element tree can be
constructed for each element by doing a depth first search (DFS). During the
DFS, shared attributes are renamed to maintain the UNA, and cycles are un-
folded. For the schema graph shown in Figure 2 (a), the element trees for the
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(a) (b) (c) (d)
Fig. 2. Schema Graph and Element Trees

elements controls, employee, and manager are shown in Figure 2 (b), (c), (d).
For simplicity, we specify each element tree as rooted in the element from which
the tree is constructed.

Now we turn to the mapping language describing XML schemas in terms of
ontologies. On the XML side, we start with attribute formulas, which are specified
by the syntax « ::= (|¢(Qay = 1, ..,Qa,, = x,,), where ¢ € E, Qay,..,Qa, € A,
and x1,...,x, are distinct variables. Tree formulas over (E, A) are defined by
= alafer, .., pn], where « are attribute formulas over (E, A). For example,
employee(Qeidl = x1)[manager(Qmid = xq)[employee(Qeid2 = x3)]]
is the tree formula representing the element tree in Figure 2 (c).

On the ontology side, we use conjunctive formulas, which treat concepts and
properties as unary and binary predicates respectively.

A mapping formula between an element tree and an ontology then has the
form ¢(X) — ¥(X,Y), where &(X) is a tree formula in the XML schema and
¥(X,Y)is a conjunctive formula in the ontology. For example, given an ontology
containing the class Employee, with a datatype property hasld, and a functional
property hasManager (whose inverse is manages, which is not functional), the fol-
lowing mapping formula ascribes a semantics of the element tree in Figure 2 (c):
employee(Qeidl = x1)|

manager (Qmid = x3)|
employee (Qeid2=x3) || —
Employee(Yr),hasld(Y1,x1), Employee(Ys),hasId(Ya, x2),
hasManager(Y1,Y2), Employee(Ys),hasId(Ys, x3),manages(Ya, Ys).
Since we maintain the UNA assumption, we can drop the variable names x;s,
and just use attribute names in the formula. The variables Y;s are implicitly
existentially quantified and refer to individuals in the ontology.

Given an element tree T' and an ontology O, a correspondence P.Qce~sC.f
will relate the attribute "@c¢” of the element F reached by the simple path P
to the datatype property f of the class C' in the ontology. A simple path P is
always relative to the root of the tree. For example, we can specify the following
correspondences for the element tree in Figure 2 (c):
employee.Qeidl ~~Employee.hasld,
employee.manager.Qmide~~Employee.hasld.
employee.manager.employee.Qeid2«~FEmployee.hasld
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Since our algorithm deals with ontology graphs, formally a correspondence L will
be a mathematical relation L(P,@c, C, f, Ny ), where the first two arguments
determine unique values for the last three.

4 Mapping Construction Algorithm
Before presenting the algorithm, we first explain some principles underlying it.

4.1 Principles

As in the relational case [2], we start from a methodology presented in the
literature [6,9] for designing XML DTDs/schemas from an ontology/conceptual
model (CM). As with relational schemas, there is a notion of XML normal form
(XNF) for evaluating the absence of redundancies and update anomalies in XML
schemas [6]. The methodology in [6] claims to develop XNF-compliant XML
schemas from CMs. It turns out that these “good” XML schemas are trees
embedded in the graph representations of the CMs. Using the term “element
tree” instead of “schema tree” in [6], we briefly describe the algorithm of [6]
(called EM-algorithm,).

Example 1. For a “binary and canonical hypergraph” H (viz. [6]), representing
a CM, EM-algorithm derives an element tree T' such that T is in XNF and every
path of T' reflects a sequence of some connected edges in H. For example, starting
from the Department node of the ontology in Figure 3 the following element
tree (omitting attributes) T is obtained: Department[(FacultyMember[(Hobby)*,
(GradStudent[Program, (Hobby)*])*])*], where we use [ ] to indicate hierarchy
and () * to indicate the multiple occurrences of a child element (or non-functional
edges) in element trees.

In essence, EM-algorithm recur-
sively constructs the element tree T
as follows: it starts from a concept
node N in CM, creates tree T rooted
in a node R corresponding to N, and
constructs the direct subtrees below R
by following modes and edges Fig. 3. Sample CM/ontology graph
connected to N in CM. Finally, a
largest hierarchical structure embedded within CM is identified and an edge of T'
reflects a semantic connection in the CM. g

Faculty

,

Grad Student

A binary and canonical CM can naturally be viewed as an OWL ontology:
concepts are classes, binary relationships are object properties, and attributes
are datatype properties. So, given an XNF-compliant element tree 7', we may
assume that there is a semantic tree S embedded in an ontology graph such that
S is isomorphic to T'. If the correspondences between elements and classes were
given, we should be able to identify S in terms of the ontology.

Example 2. Suppose elements in the element tree T' of Example 1 correspond to
the classes (nodes) in Figure 3 by their names. Then we can recover the semantics
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of T recursively starting from the bottom, e.g., for the subtree GradStudent|
Program, (Hobby)* |, because the edge GradStudent = Program is functional
and GradStudent — Hobby is non-functional, and GradStudent is the root,
we look for functional edges from GradStudent to Program and 1: N or M :
N edges from GradStudent to Hobby in the ontology graph. Likewise, we can
recover the edges from FacultyMember to GradStudent and Hobby. Finally,
the 1: N edge between Department and FacultyMember is recovered. O

In an element tree T', attributes are the leaves of T' and correspond to the
datatype properties of classes in an ontology. There has been much research
on schema matching tools [4,12,13] which focus on generating these kinds of
correspondences automatically. Given the correspondences from XML attributes
to datatype properties of an ontology, we expect to identify the root and the
remaining nodes of the semantics tree S and connect them meaningfully.

Example 3. Suppose the following correspondences:

X :GradStudent.Qlne~Q :GradStudent.lastname,

X :GradStudent.Qfn «~ O:GradStudent. firstname,

X :GradStudent.Program.Qpname«~Q:Program.name,

are for the element tree GradStudent (@Qln, Q fn)[Program(@pname)], where
we use prefives X and O to distinguish terms in the element tree and the ontology.
Then we could identify the class O:GradStudent as the root of the semantic tree
and recover it as the edge O:GradStudent -->- O:Program. O

The first principle of our mapping construction algorithm is to identify the
root of a semantic tree and to construct the tree by connecting the root to the
rest of nodes in the ontology graph using edges having compatible cardinality
constraints with edges in the element tree.

However, identifying the root of the semantic tree is the major obstacle. The
following example illustrates the problem for an XML schema which is not XNF
compliant. Such a schema can be easily encountered in reality.

Example 4. for the element tree

GradStudent[Name(Qln, Qfn), Program(@pname)]

with the correspondences

X :GradStudent.Name.Qlne~QO:GradStudent.lastname,

X :GradStudent.Name.Q fn «~O:GradStudent. firstname,

X :GradStudent.Program.Qpname«~Q:Program.name,

the element X:Name corresponds to O:GradStudent by its attributes and the
element X :Program corresponds to O:Program. Further, both X:Name and
X :Program occur once and are at the same level. Then the question is which one
1s the Toot of the semantic tree ? O :GradStudent or O:Program? Since the order
of nodes on the same level of the element tree does not matter, both are potential
roots. Therefore, the mapping algorithm should recover the functional edges from
O:GradStudent to O:Program as well as from O:Program to O:GradStudent,
if any. O

This leads to the second principle of our algorithm: for each class C' in the
ontology graph such that C' corresponds to a child element F of the root element
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R in the element tree T and R = E is functional, C is a potential root of the
semantic tree S. Treating an attribute as a subtree, the mapping construction
algorithm will recursively recover the semantic tree S in a bottom-up fashion.

Unfortunately, not every functional edge from a parent element to a child
element represents a functional relationship. Specifically, some element tags
are actually the collection tags containing a set of instances of the child el-
ements. For example, for the element tree: GradStudent[Name(Qin, Qfn),
Hobbies|(Hobby(Qtitle))*]] with the correspondences
X:GradStudent. N ame.Qlne~O:GradStudent.lastname,
X:GradStudent.Name.Q fn «~QO:GradStudent. firstname,
X:GradStudent.H obbies.H obby.Qtitle«~QO: Hobby.title,
the element tag X':Hobbies represents a collection of hobbies of a graduate stu-
dent. Although the edge X:GradStudent = X:Hobbies is functional, X': Hobbies
— X:Hobby is non-functional. Therefore, when O:H obby is identified as the root
of the semantic tree for the subtree Hobbies|[(H obby(Qtitle))*], O:H obby should
not be considered as a potential root of the semantic tree for the entire element
tree. Eliminating classes corresponding to collection tags from the set of the
potential roots is our third principle.

In most cases, we try to discover the semantic mapping between an XML
schema and an ontology such that they were developed independently. In such
cases, we may not be able to find an isomorphic semantic tree S embedded in the
ontology graph, or we may find an isomorphic tree that is not the intended one,
for a given element tree. For example, for the element tree City( QcityName)|
Country (QcountryName)] and a ontology with a path —-- locatedIn

-=>- -- locatedIn -->- (recall —->- indicates a functional

property), the intended semantics is the path rather than a single edge. The
fourth principle for discovering mappings is to find shortest paths in the ontology
graph instead of single edges, where the semantics of the paths is consistent with
the semantics of the edges in the element tree in terms of cardinality constraints.

Even though we could eliminate some collection tags from the set of potential
roots to reduce the number of possible semantic trees, there are still too many
possibilities if the ontology graph is large. In order to further restrict the set of
potential roots, we can make use of key and keyref definitions in XML schemas.

Example 5. For the element tree

Article[Title(Qtitle), Publisher(@name),

Contact Author(Qcontact), (Author(Qid))x|

if the attribute Qtitle is defined as the key for Article, then we should only choose
the class corresponding to Qtitle as the root of the semantic tree, eliminating the
classes corresponding to Qname and Qcontact (picked by the second principle).
Further, if Qcontact is defined as a keyref referencing some key, we also can
eliminate the class corresponding to Qcontact. O

So our fifth principle is to use key and keyref definitions to restrict the set
of potential roots.
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Reified Relationships. To represent n-ary relationships in OWL ontologies,
one needs to use classes, called reified relationship (classes). For example, an on-
tology may have class O:Presentation connected with functional roles to classes
O:Author, O:Paper, and O:Session, indicating participants. It is desirable to
recover reified relationships and their role connections from an XML schema.
Suppose the element tree Presentation/Presenter(@author), Paper(@title), Ses-
sion(@eventld)] represents the above ternary relationship. Then, in the ontology,
the root of the semantic tree is the reified relationship class O:Presentation,
rather than any one of the three classes which are role fillers. The sizth principle
then is to look for reified relationships for element trees with only functional
edges from a parent to its children that correspond to separate classes!.

ISA. In [6], ISA relationships are eliminated by collapsing superclasses into their
subclasses, or vice versa. If a superclass is collapsed into subclasses, correspon-
dences can be used to distinguish the nodes in the ontology. If subclasses are
collapsed into their superclass, then we treat the ISA edges as special functional
edges with cardinality constraints 0 : 1 and 1 : 1. The last principle is then to
follow ISA edges whenever we need to construct a functional path?.

4.2 Algorithm

First, to get a better sense of what we are aiming for, we present the
encodeTree(S, L) procedure, which translates an ontology subtree S into a con-
junctive formula, taking into account the correspondences L.

Function encodeTree(S, L)

Input subtree S of ontology graph, correspondences L from attributes of element
tree to datatype properties of class nodes in S.

Output variable name generated for root of S, and conjunctive formula for the
tree.

Steps:

1. Suppose N is the root of S, let ¥ = {}.
2. If N is an attribute node with label f, find @d such that L(_,Qd,_, f,N) =
true, return (Qd, true).

3. If N is a class node with label C', then introduce new variable Y'; add conjoint
C(Y) to ¥; for each edge p; from N to Nj:

(a) let S; be the subtree rooted at Nj;
(b) let (vs, ¢i(Z;))=encodeTree(S;, L);
(¢) add conjunct p;(Y,v;) A ¢i(Z;) to ¥;

4. return (Y, ).

1 If a parent functionally connects to only two children, then it may represent an M:N
binary relationship. So recover it as well.

2 Thus, ISA is taken care of in the forthcoming algorithm by proper treatment of
functional path.



Constructing Complex Semantic Mappings

15

The following procedure constructTree(T, L) generates the subtree of the on-
tology graph for the element tree after appropriately replicating nodes® in the
ontology graph.

Function constructTree(T, L)
Input an element tree T, an ontology graph, and correspondence L from at-
tributes in 7" to datatype properties of class nodes in the ontology graph.
Output set of (subtree S, root R, collectionTag) triples, where collectionT ag
is a boolean value indicating whether the root corresponds to a collection tag.

Steps:

1. Suppose N is the root of tree T'.
2. If N is an attribute, then find L(_, N, _, _, R) = true; return ({R},R, false).
/*the base case for leaves.*/
3. If N is an element having n edges {ey, .., e, } pointing to n nodes { Ny, .., N,, },
let T; be the subtree rooted at IV;,

then compute (S;,R;, collectionTag;)= constructTree(T;, L) for i = 1,..,n

i

(a) If n = 1 and e; is non-functional, return (S1,Ry, true);/*N probably is a
collection tag representing a set of instances each of which is an instance

(b)

(¢
(d

)
)

of the N1 element.”*/

Else if n = 1 and e; is functional return (Sy,Ry,collectionTagy).
Else if Ri=Ry=...=R,,, then return (combine(S1, .., S,), R1, false)*.
Else let F={R;,,..,R;,,
false for k = 1,..,m, jpe{l,..,n}} and NF={R,,..,R;,| s.t. e;,
non-functional, or e;, is functional and collectionT'ag;, = true for k

s.t. ej, is functional and collectionTag;, =

is

1,..,h, ixe{l,...,n}}, let ans = {}, /*separate nodes according to their

connection types to N.*/

i. Try to limit the number of nodes in F' by considering the following
cases: 1) keep the nodes corresponding to key elements located on
the highest level; 2) keep those nodes which are not corresponded by

keyref elements.

ii. If NF = (), find a reified relationship concept R with m roles rj,, ..,r;,.

pointing to nodes in F', let S= combine({r;, }, {S;.}) for k=1,..,m

i

let ans= ansU(S, R, false). If R does not exist and m = 2, find
a non-functional shortest path p connecting the two nodes R;,, R;,
in F; let S= combine(p, Sj,, S;,); let ans= ansU(S, R;,, false).
/*N probably represents an n-ary relationship or many-many binary

relationship (footnote 3 of the sixth principle.)*/

iii. Else for each R;, € F'k =1,..,m, find a shortest functional path p;,
from R, toeach R;, € F—R;, fort=1,..,k—1,k+1,..,m; and find

a shortest non-functional path ¢;, from Rj, toeach R; € NF forr

1,..,h;if p;, and g;, exist, let S= combine({p;, }, {4, }.{S1, ., Sn});
let ans=ansU(S,R;,,false). /*pick an root and connect it to other

nodes according to their connection types.*/

3 Replications are needed when multiple attributes correspond to the same datatype
property. See [2] for details.
4 Function combine merges edges of trees into a larger tree.
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iv. If ans # 0, return ans; else find a minimum Steiner tree® S connect-
ing Ry, .., Ry, return (S,Ry, false). /*the default action is to find a
shortest Steiner tree.*/

It is likely that the algorithm will return too many results. Therefore, at the
final stage we set a threshold Nip,esp for limiting the number of final results
presented. In the following experimental section, this threshold was set to 10.

5 Mapping Construction Experiences

We have implemented the mapping algorithm and conducted a set of experiments
to evaluate its effectiveness and usefulness.

Measures for mapping quality and accuracy. We first attempt to use the
notions of precision and recall for the evaluation. Let R be the number of correct
mapping formulas of an XML schema, let I be the number of correctly identified
mapping formulas by the algorithm, and let P be the total number of mapping
formulas returned. The two quantities are computed as: precision = I/P and
recall = I/R. Please note that for a single input element tree 7', which has a
single correct mapping formula, the algorithm either produces the formula or
not. So the recall for T is either 0 or 1, but the precision may vary according to
the number of output formulas. For measuring the overall quality of the mapping
results, we computed the average precision and recall for all tested element trees
of an XML schema.

However, precision and recall alone cannot tell us how useful the algorithm is
to users. The purpose of our tool is to assist users in the process of constructing
complex mappings, so that productivity is enhanced. Consider the case when
only one semantic mapping is returned. Even if the tool did not find the exactly
right one, it could still be useful if the formula is accurate enough so that some
labor is saved. To try to measure this, we adopt the accuracy metric for schema
matching [13]. Consider the mapping formula ¢(X)—¥(X,Y) with the formula
@(X) encoding an element tree. The formula ¥(X,Y) encodes a semantic tree
S = (V,E) by using a set of unary predicates for nodes in V, a set of binary
predicates for edges in F, and a set of variables, Y, assigned to each node (there
are predicates and variables for datatype properties as well). For a given element
tree T, writing the complex mapping formula consists of identifying the semantic
tree and encoding it into a conjunctive formula (which could be treated as a set
of atomic predicates). Let ¥, = {a1(Z1),a2(Z2), .., am(Zm)} encode a tree Sy,
let Wy = {b1(Y1),02(Y2), .., b, (Y )} encode a tree So. Let D = Wo\¥; = {b;(Y,)]
s.t. for a given partial one-one function f : Y — Z representing the mapping from
nodes of Sy to nodes of Sy, b;(f(Y;)) € ¥1}. One can easily identify the mapping
f Y — Z by comparing the two trees Sy and S; (recall an ontology graph
contains class nodes as well as attribute nodes representing datatype properties)
so we consider that it comes for free. Let ¢ = |D|. Suppose ¥; be the correct

5 A Steiner tree on Ri,.., R, is a spanning tree that may contain nodes other than
Ry, .., Ry.



Constructing Complex Semantic Mappings 17

formula and ¥, be the formula returned by the tool for an element tree. To reach
the correct formula ¥ from the formula W5, one needs to delete n — ¢ predicates
from ¥, and add m — ¢ predicates to W5. On the other hand, if the user creates
the formula from scratch, m additions are needed. Let us assume that additions
and deletions need the same amount of effort. However, browsing the ontology
for correcting formula ¥ to formula ¥; is different from creating the formula ¥
from scratch. So let « be a cost factor for browsing the ontology for correcting
a formula, and let § be a factor for creating a formula. We define the accuracy
or labor savings of the tool as labor savings = 1 — aln—c)+(m=c)] Intuitively,
a < (3, but for a worst-case bound let us assume « = [ in this study. Notice
that in a perfect situation, m = n = ¢ and labor savings = 1.

Schemas and ontologies. To evaluate the tool, we collected 9 XML schemas
varying in size and nested structure. The 9 schemas come from 4 application do-
mains, and 4 publicly available domain ontologies were obtained from the Web
and literature. Table 1 shows the characteristics of the schemas and the ontolo-
gies; the column heads are self-explanatory. The company schema and ontology
are obtained from [9] in order to test the principles of the mapping construc-
tion. The conference schema is obtained from [10]. UT DB is the schema used
for describing the information of the database group in University of Toronto.
SigmodRecord is the schema for SIGMOD record. The rest of the schemas are
obtained from the Clio test suite (http://www.cs.toronto.edu/db/Clio). The KA
ontology, CIA factbook, and the Bibliographic-Data are all available on the Web.
We have published the schemas and ontologies on our website along with some
sample mapping results at the following URL:

http://www.cs.toronto.edu/ “yuana/research /maponto/testData.html.

Experimental results. Our experiments are conducted on a Dell desktop with
a 1.8GHZ Intel Pentium 4 CPU and 1G memory. The first observation is the
efficiency. In terms of the execution times, we observed that the algorithm gen-
erated results on average in 1.4 seconds which is not significantly large, for our
test data.

Table 1. Characteristics of Test XML Schemas and Ontologies

XML Schema|Max Depth (DFS) in| # Nodes in |# Attributes in Ontology [# Nodes|# Links
Schema Graph Schema Graph| Schema Graph

Company 6 30 17 Company 18 27
Conference 5 21 12 KA 105 4396
UT DB 6 40 20 KA 105 4396
Mondial 6 214 93 CIA factbook 52 77
DBLP 1 3 132 63 Bibliographic 75 749
DBLP 2 5 29 11 Bibliographic 75 749
SigmodRecord 3 16 7 Bibliographic 75 749
Amalgam 1 3 117 101 Bibliographic 75 749
Amalgam 2 3 81 53 Bibliographic 75 749
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Fig. 5. Average Labor Savings for 9 Mapping Cases

Figure 4 shows the average precision and recall measures of the 9 mapping
pairs. For each pair of schema and ontology, the average precision and recall are
computed as follows. For the element trees extracted from the schema graph, a
set of correct mapping formulas is manually created. We then apply the algo-
rithm on the element trees and ontologies to generate a set of formulas. Next
we examine each of the generated formulas to count how many are correct and
compute the average precision and recall. The overall average precision is 35%
and overall average recall is 75%. Notice that we have limited the number of
formulas returned by the tool to 10.

Finally, we evaluate the usefulness of the tool. Figure 5 shows the average
values of labor savings for the 9 mapping cases. For each mapping case, the
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average labor savings is computed as follows. Examine each incorrect formula
returned by the algorithm and compute its labor saving value relative to the
manually created one. Take the average value of the labor savings of all incor-
rect formulas. Note that even when the correct formula was identified by the
algorithm, we still computed the labor savings for all incorrect ones to see how
useful the tool is in case only one formula was returned. The overall average
labor savings is over 80%, which is quite promising. Especially in view of the
pessimistic assumption that o = 3 in the labor savings formula, we take this as
evidence that the tool can greatly assist users in constructing complex mappings
between XML schemas and ontologies with a proper schema matching tool as a
front-end component.

6 Refining Mappings by Ontology Reasoning

Rich ontologies provide a new opportunity for eliminating “unreasonable” map-
pings. For example, if the ontology specifies that once a Person owns a CellPhone,
they do not rent another one, then a candidate semantic formula Person(X),
rents(X,Y), Cell(Y), owns(X,Z), Cell(Z) can be eliminated °, since no ob-
jects X can satisfy it. When ontologies, including constraints such as the one
about renting/owning, are expressed in OWL, one can actually use OWL rea-
soning to detect inconsistent semantics by converting semantic trees into OWL
concepts, and then testing them for incoherence with respect to the ontology.
For example, the above formula can be translated, using an algorithm resembling
encodeTree(S,L), into the OWL concept whose abstract syntax is intersection Of(
Person, restriction(rents someValuesFrom(Cell)), restriction(owns some Values-
From(Cell))). The ontologies we have found so far are unfortunately not suffi-
ciently rich to demonstrate the usefulness of this idea.

7 Conclusions

In this paper, we have motivated and defined the problem of constructing com-
plex semantic mappings from XML data to ontologies, given a set of simple
correspondences from XML attributes to OWL datatype properties. The prob-
lem is well-motivated by the needs to annotate XML data in terms of ontologies,
to translate XML data into ontologies, and to integrate heterogeneous XML
data on the semantic web. We have proposed a tool for semi-automatically con-
structing complex mappings for users, and we evaluated the tool on a variety of
real XML schemas and ontologies. Our experimental results suggest that quite
significant savings in human work could be achieved by the use of our tool.

Integrating our tool with schema matching tools which automatically gener-
ate schema and ontology element correspondences is an open problem to address
in the future. We also plan to develop filters for mappings by making use of in-
stance data to assist users in choosing the correct mapping among a list of
possible candidates.

8 Probably some other relationship than rents(X,Y) needs to be used.
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Abstract. Ontologies and automated reasoning are the building blocks
of the Semantic Web initiative. Derivation rules can be included in an
ontology to define derived concepts based on base concepts. For exam-
ple, rules allow to define the extension of a class or property based on
a complex relation between the extensions of the same or other classes
and properties. On the other hand, the inclusion of negative information
both in the form of negation-as-failure and explicit negative information
is also needed to enable various forms of reasoning. In this paper, we
extend RDF graphs with weak and strong negation, as well as deriva-
tion rules. The FRDF stable model semantics of the extended framework
(Extended RDF) is defined, extending RDF(S) semantics. A distinctive
feature of our theory, which is based on partial logic, is that both truth
and falsity extensions of properties and classes are considered, allowing
for truth value gaps. Our framework supports both closed-world and
open-world reasoning through the explicit representation of the partic-
ular closed-world assumptions and the ERDF ontological categories of
total properties and total classes.

1 Introduction

The idea of the Semantic Web is to describe the meaning of web data in a way
suitable for automated reasoning. This means that descriptive data (meta-data)
in machine readable form are to be stored on the web and used for reasoning.
Due to its distributed and world-wide nature, the Web creates new problems for
knowledge representation research. In [2], the following fundamental theoretical
problems have been identified: negation and contradictions, open-world versus
closed-world assumptions, and rule systems for the Semantic Web. For the time
being, the first two issues have been circumvented by discarding the facilities to
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introduce them, namely negation and closed-world assumptions. Though the web
ontology language OWL [13], which is based on description logic (DL), includes a
form of classical negation through class complements, this form is limited. This
is because, to achieve decidability, classes are formed based on specific class
constructors and negation on properties is not considered. Rules constitute the
next layer over the ontology languages of the Semantic Web and, in contrast to
DL, allow arbitrary interaction of variables in the body of the rules. The widely
recognized need of having rules in the Semantic Web [10,14] has restarted the
discussion of the fundamentals of closed-world reasoning and the appropriate
mechanisms to implement it in rule systems, such as the computational concept
of negation-as-failure.

The RDF(S) recommendation [6] provides the basic constructs for defining
web ontologies and a solid ground to discuss the above issues. RDF(S) is a
special predicate logical language that is restricted to existentially quantified
conjunctions of atomic formulas, involving binary predicates only. Thus, RDF(S)
does not support negation and rules. In [18], it was argued that a database, as
a knowledge representation system, needs two kinds of negation, namely weak
negation ~ (expressing negation-as-failure or not-truth) and strong negation —
(expressing explicit negative information or falsity) to be able to deal with partial
information. In [19], this point was made for the Semantic Web as a framework
for knowledge representation in general. In the present paper we make the same
point for the Semantic Web language RDF and show how it can be extended to
accommodate the two negations of partial logic [7], as well as derivation rules.
We call the extended language Eztended RDF and denote it by FRDF. The
model-theoretic semantics of ERDF, called FERDF stable model semantics, is
developed based on partial logic [7].

In partial logic, relating strong and weak negation at the interpretation level
allows to distinguish four categories of properties and classes. Partial properties
are properties p that may have truth-value gaps and truth-value clashes, that is
p(z,y) is possibly neither true nor false, or both true and false. Total properties
are properties p that satisfy totalness, that is p(x,y) is true or false (but pos-
sibly both). Coherent properties are properties p that satisfy coherence, that is
p(z,y) cannot be both true and false. Classical properties are total and coherent
properties. For classical properties p, the classical logic law applies: p(z,y) is
either true or false. Partial, total, coherent, and classical classes ¢ are defined
similarly, by replacing p(x,y) by rdf:type(z,c).

Partial logic allows also to distinguish between properties (similarly, classes)
that are completely represented in a knowledge base and those that are not.
The classification if a property is completely represented or not is up to the
owner of the knowledge base: the owner must know for which properties there is
complete information and for which there is not. Clearly, in the case of a com-
pletely represented (closed) predicate p, negation-as-failure implies falsity, and
the underlying completeness assumption is also called Closed- World Assumption
(CWA). A CWA for p is represented in our framework through the inclusion of
the derivation rule —p(?z, ?7y) «— ~p(?z,7y) (for a closed class ¢, the correspond-
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ing CWA is —rdf:type(?z, c¢) «— ~rdf type(?x,c)). In the case of an incompletely
represented (open) predicate p, negation-as-failure is not applicable and explicit
negative information has to be supplied along with ordinary (positive) informa-
tion. In particular, the inclusion of the derivation rule —p(?x, 7y) «— ~p(?z, 7y)
will not affect the semantics of p. Unfortunately, neither classical logic nor Pro-
log supports this distinction between “closed” and “open” predicates. Classical
logic supports only open-world reasoning. On the contrary, Prolog supports only
closed-world reasoning, as negation-as-failure is the only negation mechanism
supported. For arguments in favor of the combination of closed and open world
reasoning in the same framework, see [1].
Specifically, in this paper:

1. We extend RDF graphs to ERDF graphs with the inclusion of strong nega-
tion, and then to ERDF ontologies (or ERDF knowledge bases) with the
inclusion of general derivation rules. ERDF graphs allow to express existen-
tial positive and negative information, whereas general derivation rules allow
inferences based on formulas built using the connectives ~, =, D, A, V and
the quantifiers V, 3.

2. We extend the vocabulary of RDF(S) with the terms erdf:Total Property
and erdf:TotalClass, representing metaclasses of total properties and total
classes, on which the open-world assumption applies.

3. We extend RDFS interpretations to ERDF interpretations including both
truth and falsity extensions for properties and classes. Then, we define co-
herent ERDF interpretations by imposing coherence on all properties. In the
developed model-theoretic semantics of ERDF, we consider only coherent
ERDF interpretations. Thus, total properties and classes become synony-
mous to classical properties and classes.

4. We extend RDF graphs to ERDF formulas that are built from positive triples
using the connectives ~, =, D, A, V and the quantifiers V, 3. Then, we define
ERDF entailment between two ERDF formulas, extending RDF'S entailment
between RDF graphs.

5. We define the ERDF models, Herbrand interpretations, minimal Herbrand
models, and stable models of ERDF ontologies. We show that stable model
entailment on ERDF ontologies extends RDFS entailment on RDF graphs.

6. We show that if all properties are total, classical (boolean) Herbrand model
reasoning and stable model reasoning coincide. In this case, we make an
open-world assumption for all properties and classes.

The rest of the paper is organized as follows: In Section 2, we extend RDF
graphs to ERDF graphs and ERDF formulas. Section 3 defines ERDF interpre-
tations and ERDF entailment. We show that ERDF entailment extends RDFS
entailment. In Section 4, we define ERDF ontologies and the Herbrand models of
an ERDF ontology. In Section 5, we define the stable models of an ERDF ontol-
ogy and show that stable model entailment extends RDFS entailment. Section
6 reviews related work and Section 7 concludes the paper.
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2 Extending RDF Graphs with Negative Information

In this section, we extend RDF graphs to ERDF graphs, by adding strong nega-
tion. Moreover, we extend RDF graphs to ERDF formulas, which are built from
positive ERDF triples, the connectives ~, =, D, A, V, and the quantifiers V, 3.

According to RDF concepts [12,6], URI references are used for naming web
resources. A URI reference consists of two parts: a namespace URI ns and a
local name [n, and is denoted by ns:In. A plain literal is a string “s”, where s is
a sequence of Unicode characters, or a pair of a string “s” and a language tag ¢,
denoted by “s”@t. A typed literal is a pair of a string “s” and a datatype URI
reference d, denoted by “s”"d. A (Web) vocabulary V' is a set of URI references
and/or literals (plain or typed). We denote the set of all URI references by URI,
the set of all plain literals by PL, the set of all typed literals by 7 £, and the set
of all literals by LZI7.

In our formalization, we consider a set Var of variable symbols, such that the
sets Var, URI, LIT are pairwise disjoint. In the main text, variable symbols are
explicitly indicated, while in our examples, variable symbols are prefixed by 7.

Below we extend the notion of RDF triple to allow for both positive and
negative information.

Definition 1 (ERDF triple). Let V' be a vocabulary. A positive ERDF triple
over V (also called ERDF sentence atom) is an expression of the form p(s, o),
where s,0 € V' U Var are called subject and object, respectively, and p € VN URI
is called predicate or property.

A negative ERDF triple over V is the strong negation —p(s,o0) of a positive
ERDF triple p(s,0) over V.

An ERDF triple over V (also called ERDF sentence literal) is a positive or
negative ERDF triple over V. (]

For example, ex:likes(ex:Gerd, ex: Riesling) is a positive ERDF triple, and —ex:
likes(ex:Carlos, ex:Riesling) is a negative ERDF triple. Note that an RDF
triple is a positive ERDF triple with the constraint that the subject of the triple is
not a literal. For example, ex:nameO f(“Grigoris”, ex:Grigoris) is a valid ERDF
triple but not a valid RDF triple. Our choice of allowing literals appearing in
the subject position is based on our intuition that this case can naturally appear
in knowledge representation (as in the previous example). Moreover, note that
a variable in the object position of an ERDF triple in the body of a rule, can
appear in the subject position of the ERDF triple in the head of the rule. Since
variables can be instantiated by a literal, a literal can naturally appear in the
subject position of the derived ERDF triple.

Definition 2 (ERDF formula). Let V' be a vocabulary. We consider the log-
ical factors {~,—,A,V,D,3,V}, where -, ~, and D are called strong negation,
weak negation, and material implication respectively. We denote by L(V) the
smallest set that contains the positive ERDF triples over V and is closed with
respect to the following conditions: if F), G € L(V') then {~F, —F, FAG, FVG,
F D> G, 32F, VeF} C L(V), where « € Var. An ERDF formula over V is an
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element of L(V). We denote the set of variables appearing in F' by Var(F), and
the set of free variables! appearing in F' by FVar(F). O

For example, let F =V?x 37y (rdf :type(?z, ex:Person) D ex:hasFather(?xz,7y))
A rdf type(?z,ex: Person). Then, F is an ERDF formula over the vocabulary
V = {rdf:type, ex:Person, ex:hasFather} with Var(F) = {7z, 7y, 7z} and
FVar(F) = {?z}.

We will denote the sublanguages of L(V) formed by means of a subset S of
the logical factors, by L(V'|S). For example, L(V|{—}) denotes the set of (positive
and negative) ERDF triples over V.

Definition 3 (ERDF graph). An ERDF graph G is a set of ERDF triples
over some vocabulary V. We denote the variables appearing in G by Var(G),
and the set of URI references and literals appearing in G by V. O

Intuitively, an ERDF graph G represents an existentially quantified conjunction
of ERDF triples. Specifically, let G = {tr1,...,tr,} be an ERDF graph, and
let Var(G) = {x1,...x;}. Then, G represents the formula Jxq, ...z triA.. . Atr,.
Following the RDF terminology [12], the variables of an ERDF graph are called
blank nodes, and intuitively denote anonymous web resources.

Note that as an RDF graph is a set of RDF triples [12,6], an RDF graph is
also an ERDF graph.

3 ERDF Interpretations

In this section, we extend RDF(S) semantics by allowing for partial properties
and classes. In particular, we define ERDF interpretations and satisfaction of an
ERDF formula. For simplicity, we disregard RDF(S) containers, collections, and
reification, as no special semantic conditions are imposed on these, and thus can
be included by a straightforward extension.

Below we define a partial interpretation as an extension of a simple interpre-
tation [6], where each property is associated not only with a truth extension but
also with a falsity extension allowing for partial properties.

Definition 4 (Partial interpretation). A partial interpretation I of a vocab-
ulary V consists of:

— A non-empty set of resources Resy, called the domain or universe of I.
— A set of properties Propj.

— A vocabulary interpretation mapping Iy : V N URI — Resy U Propy.
— A property-truth extension mapping P17 : Prop; — P(Res; x Resy).
— A property-falsity extension mapping PFy : Prop; — P(Resy x Resy).
— A mapping IL; : VNTL — Resj.

— A set of literal values LV; C Resy, which contains V N'PL.

We define the mapping: I :V — Res; U Propy such that:

1 Without loss of generality, we assume that a variable cannot have both free and
bound occurrences in F', and more than one bound occurrence.
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— I(z) =Iv(x), Vo € VN URL
—I(z)==z, Yz e VNPL
— I(x)=1L;(x), Ve e VNTL. O

Definition 5 (Satisfaction of an ERDF formula w.r.t. a partial inter-
pretation and a valuation). Let F,G be ERDF formulas and let I be a
partial interpretation of a vocabulary V. Let v be a mapping v : Var(F) — Resy
(called valuation). If x € Var(F), we define [I+v](z) = v(x). If 2 € V, we define
[ +v)(2) = I(a).

— If F =p(s,0) then I,v = F iff pe VN URIL s,0€ VU Var, I(p) € Prop;, and
([T +v](s), [T +v](0)) € PTu(I(p))-

— If F = -p(s,0) then I,vl= Fiff pe VN URL s,0o€ VUVar, I(p) € Props, and
([T +v](s), [T + v](0)) € PEL(I(p)).

— If F = ~G then I,v | F iff all URIs and literals appearing in G belong to V,
and I,v B~ G.

— If F=FiAFs then Lo Fiff I,v|E Fr and I,v E F>.

— If F=FiVF, then I,v = Fiff I,v | Fior I,v | Fb.

— IfF=F,DFthen [LvEFiff I,vE ~F1VF.

— If F =3z G then [I,v = F iff there exists mapping u : Var(G) — Resy such that
u(y) = v(y), Yy € Var(G) —{z}, and I,u = G.

— If F =Vz G then [,v = F iff for all mappings u : Var(G) — Resr such that
u(y) = v(y), Yy € Var(G) — {x}, it holds I,u = G.

— All other cases of ERDF formulas are treated by the following DeMorgan-style
rewrite rules expressing the falsification of compound ERDF formulas:
—\(F/\G)—>—\F\/—‘G, —‘(F\/G)—>—|F/\—‘G, -—F = F -~F—=F,
—3Jz F —Vz -F, -V F — 3z ~F, =(F D> G) — FA-G. O

Definition 6 (Satisfaction of an ERDF formula w.r.t. a partial inter-
pretation). Let F' be an ERDF formula and let T be a partial interpretation
of a vocabulary V. We say that I satisfies F, denoted by I = F, iff for every
mapping v : Var(F) — Resy, it holds I, v |= F. O

Note that as an ERDF graph represents an existentially quantified conjunction
of ERDF triples, the above definition applies also to ERDF graphs. Specifically,
let G be an ERDF graph representing the formula F = Jxq,...xx triA...Atr,.
We say that a partial interpretation I satisfies the ERDF graph G (I | G) iff
IEF.

We are now ready to define an ERDF interpretation over a vocabulary V
as an extension of an RDFS interpretation [6], where each property and class
is associated not only with a truth extension but also with a falsity extension,
allowing for both partial properties and partial classes. Additionally, an ERDF
interpretation gives special semantics to terms from the ERDF vocabulary.

The vocabulary of RDF, Vrpr, and the vocabulary of RDFS, Vgprg, are
defined in [6]. The vocabulary of ERDF, Vgrpr, is a set of URI references in the
erdf: namespace. Specifically, the set of ERDF predefined classes is Cerpr =
{